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Abstract. Quantum and classical informations are considered in quantum measurement processes
described by pure operations. The quantum information is given by coherent information in the
state change of the measured physical system, and the classical information represented by the
Shannon mutual information is obtained from the measurement outcomes. It is shown that if the
maximum classical information is obtained, the quantum information becomes zero and if any
classical information is not obtained, all the quantum information that the physical system has can
be transmitted.

When we perform a quantum measurement of a physical system to obtain some information
on a physical quantity, the quantum state of the measured system inevitably changes due to
the effects of the quantum measurement. Such a state change is equivalent to a noisy quantum
channel, both of which are described by a completely positive map [1–3]. Thus we can
consider how much quantum information is transmitted through this noisy quantum channel
induced by the quantum measurement process [4–8]. On the other hand, we can obtain the
classical information (Shannon information) on the physical quantity from the measurement
outcomes. This means that there is a communication channel from the physical system to the
measurement apparatus. Therefore a quantum measurement process has two communication
channels; one transmits quantum information of a physical system to be measured and the other
the classical information on a physical quantity. The purpose of this paper is to investigate
the information transmission in quantum measurement processes described by pure quantum
operations. In particular, it is shown that if we obtain the maximum classical information
from the measurement outcome, the quantum information cannot be transmitted through the
noisy quantum channel and if we cannot obtain any classical information, all the quantum
information that the physical system has can be transmitted.

Suppose that we measure some intrinsic observableX̂S , having a discrete spectrum, of
a physical systemS, where we denote the projection-valued measure of this observable,
corresponding to the eigenvaluex, asX̂ S(x) = |ψS(x)〉〈ψS(x)| and the spectral set as�X.
Thus the spectral decomposition is given byX̂S =∑x∈�X xX̂

S(x). To perform the quantum
measurement, we first prepare an appropriate measurement apparatusA and then we make
an interaction between the physical system and the measurement apparatus to create some
quantum correlation between them, where the unitary operator which describes the evolution
of the system–apparatus compound system is denoted asÛ SA. The readout process of the result
y shown by the measurement apparatus is described by a positive operator-valued measure
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ŶA(y), satisfying the relationŝYA(y) > 0 and
∑

y∈�Y Ŷ
A(y) = 1̂A, where�Y is the set of

all possible measurement outcomes. If the quantum state of the physical system before the
interaction with the measurement apparatus is described by a statistical operatorρ̂Sin and the
measurement apparatus is prepared in a quantum stateρAin, the quantum state of the system–
apparatus compound system just before the readout of the measurement outcome is given by
ρ̂SAout = Û SA(ρ̂Sin ⊗ ρ̂Ain)ÛSA†. Then the probabilityPAout(y) of the measurement outcomey and
the quantum statêρSout(y) of the physical system after obtaining the measurement outcomey

are given by the following formulae [1–3]:

PAout(y) = TrS [L̂Sy ρ̂Sin] ρ̂Sout(y) =
L̂Sy ρ̂Sin

TrS [L̂Sy ρ̂Sin]
(1)

whereL̂Sy is the quantum operation of the physical system, which is defined for an arbitrary

operatorÔS of the physical system

L̂Sy ÔS = TrA[(1̂S ⊗ ŶA(y))ÛSA(ÔS ⊗ ρ̂Ain)ÛSA†]. (2)

Since we can always exclude the valuesy that cannot be obtained by the quantum measurement,
we assume thatPAout(y) 6= 0 for all y ∈ �Y in equation (1), without loss of generality.
The quantum operation̂LSy is a trace-decreasing completely positive map and thus it can be
represented in the following form [2]

L̂Sy ÔS =
∑
µ

ÂSµ(y)Ô
SÂS†

µ (y)
∑
µ

ÂS†
µ (y)Â

S
µ(y) 6 1̂S (3)

whereÂSµ(y) is an operator determined bŷUSA, ŶA(y) andρ̂Ain. This equation is referred to
as the operator-sum representation [4].

When the operator-sum representation equation (3) has only one operatorÂS(y), the
quantum operation̂LSy (y) is called an ideal quantum operation [9] or a pure quantum operation
[10]. In quantum measurement processes described by pure quantum operations, the quantum
stateρ̂Sout(y) becomes pure if the initial quantum stateρ̂Sin is pure. Pure quantum operations
appear in many quantum measurement processes. In fact, when a measurement apparatus is
prepared in a pure quantum stateρ̂Ain = |φAin〉〈φAin| and the measurement outcomesy is provided
by measuring the pointer observable of the measurement apparatus, we obtain the pure quantum
operation

L̂Sy ÔS = ÂS(y)ÔSÂS†(y) ÂS(y) = 〈φA(y)|Û SA|φAin〉 (4)

where|φA(y)〉 is the eigenstate of the pointer observable with the eigenvaluey. In the rest of
this paper, we confine ourselves to considering the quantum measurement process described
by the pure quantum operation.

In previous papers [11–13], we have investigated the information-theoretical properties of
quantum measurement processes and we have obtained the necessary and sufficient condition
under that the amount of information on the intrinsic observableX̂S , obtained from the
measurement outcome, can be represented by the Shannon mutual information. The condition
is that the intrinsic observablêX S(x) [or X̂S ] of the physical system commutes with the
operational observable given bŷX Sop(y) = L̂S†

y 1̂S ; that is,

[X̂ S(x), X̂ Sop(y)] = 0 (∀ x ∈ �X ∀ y ∈ �Y ). (5)

When the quantum measurement process is described by the pure operation, the operational
observable becomeŝX Sop(y) = ÂS†(y)ÂS(y). If the relation given by equation (5) holds,
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the amount of information on the intrinsic observable of the physical system obtained by the
quantum measurement is given by

I (XSin : YAout) =
∑
x∈�X

∑
y∈�Y

PAc (y|x)P Sin(x) log

[
PAc (y|x)
PAout(y)

]
(6)

whereP Sin(x) = 〈ψS(x)|ρ̂Sin|ψS(x)〉 is the probability that the intrinsic observable takes a
valuex in the quantum statêρSin and the conditional probabilityPAc (y|x) that the measurement
outcomey is obtained when the intrinsic observable takes a valuex in the quantum statêρSin
is given by

PAc (y|x) = 〈ψS(x)|ÂS†(y)ÂS(y)|ψS(x)〉 (7)

which satisfies the relation

PAout(y) =
∑
x∈�X

PAc (y|x)P Sin(x). (8)

Furthermore, we have the relation between the intrinsic and operational observables

ÂS†(y)ÂS(y) =
∑
x∈�X

PAc (y|x)X̂ S(x). (9)

The Shannon mutual informationI (XSin : YAout) given by equation (6) represents how much
classical information on the intrinsic observableX̂ S(x) is transmitted from the physical system
before performing the quantum measurement to the observer who performed the quantum
measurement. It is a wellknown fact that the mutual information satisfies the inequality
06 I (XSin : YAout) 6 H(XSin), whereH(XSin) is the Shannon entropy of the intrinsic observable
in the quantum statêρSin of the physical system, that is,H(XSin) =

∑
x∈�X P

S
in(x) logPSin(x).

When we perform the quantum measurement of the physical system and we obtain the
measurement outcomey, the quantum state of the measured physical system changes as
ρ̂Sin → ρ̂Sout(y). Such a state change is equivalent to a noisy quantum channel described by the
trace-decreasing completely positive mapL̂Sy . Thus we can consider the transmission of the
quantum information from the physical system before performing the quantum measurement
to the physical system after obtaining the measurement outcome. The amount of quantum
information transmitted through the noisy quantum channel is quantified by the coherent
information [5–7]. The coherent informationIC(ρ̂in, L̂Sy ) of the noisy quantum channel

described byL̂Sy ÔS =∑µ Â
S
µ(y)Q̂

SÂS†
µ (y) is given by

IC(ρ̂in, L̂Sy ) = S
(
L̂Sy ρ̂Sin

TrS [L̂Sy ρ̂Sin]

)
− Se(ρ̂in, L̂Sy ) (10)

whereS(ρ̂) = −Tr[ρ̂ log ρ̂] is the von Neumann entropy andSe(ρ̂in, L̂Sy ) is the entropy
exchange of the noisy quantum channel [4,7]

Se(ρ̂in, L̂Sy ) = −Tr[W(y) logW(y)] Wµν(y) =
TrS [ÂSµ(y)ρ̂

S
inÂ

S†
ν (y)]

TrS [L̂Sy ρ̂Sin]
. (11)

It should be noted that the coherent information can take negative values. It is easy to see from
equation (11) that the entropy exchangeSe(ρ̂in, L̂Sy ) vanishes in the quantum measurement

process described by the pure operation and the coherent informationIC(ρ̂in, L̂Sy ) becomes

IC(ρ̂in, L̂Sy ) = S
(

ÂS(y)ρ̂SinÂ
S†(y)

TrS [ÂS(y)ρ̂SinÂ
S†(y)]

)
(12)
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which is non-negative. The noisy quantum channelL̂Sy is obtained with probabilityPAout(y).
Then it can be proved that the average value of the coherent information satisfies the inequality

〈IC(ρ̂in, L̂Sy )〉y =
∑
y∈�Y

PAout(y)IC(ρ̂in, L̂Sy ) 6 S(ρ̂Sin). (13)

The coherent information in the quantum information theory plays the same role as the Shannon
mutual information in the classical information theory does [5–7].

We now consider the relation between the classical informationI (XSin : YAout) on the
intrinsic observable and the quantum informationIC(ρ̂Sin, L̂Sy ) transmitted through the noisy
quantum channel. We first suppose that we obtain the maximum information on the intrinsic
observable of the physical system: namely,I (XSin : YAout) = H(XSin) and we cannot obtain
any further information even if we repeat the same quantum measurement since we have
already obtained the maximum information. In this case, the conditional probability becomes
Pc(y|x) = δy,f (x) and the operator̂AS(y) is given byÂS(y) = |ψS(x̃)〉〈ψS(x̃)|, where the
functionf (x) is invertible and̃x = f −1(y). This result indicates that the quantum state of the
physical system after obtaining the measurement outcomey becomes a pure state

ρ̂Sout(y) =
ÂS(y)ρ̂SinÂ

S†(y)

TrS [ÂS(y)ρ̂SinÂ
S†(y)]

= |ψS(x̃)〉〈ψS(x̃)|. (14)

Thus, it is found from equation (12) that when we obtain the maximum information on the
intrinsic observable of the physical system the coherent information becomes zero: that is,
IC(ρ̂

S
in, L̂Sy ) = 0.
We next consider the case that we cannot obtain any information on the intrinsic observable

of the physical system: that is,I (XSin : YAout) = 0. In this case, since the conditional probability
PAc (y|x) does not depend onx, we obtain the following relation from equation (7) or (9):

〈ψS(x)|ÂS†(y)ÂS(y)|ψS(x)〉 = 〈ψS(x ′)|ÂS†(y)ÂS(y)|ψS(x ′)〉. (15)

Furthermore, we obtain from equation (5) or (9)

〈ψS(x)|ÂS†(y)ÂS(y)|ψS(x ′)〉 = 0 (x 6= x ′). (16)

Using equations (15) and (16), we can calculate the von Neumann entropyS(ρ̂Sout(y)). We first
expand the statistical operatorρ̂Sin as

ρ̂Sin =
∑
x∈�X

∑
x ′∈�X

f (x, x ′)|ψS(x)〉〈ψS(x ′)|
∑
x∈�X

f (x, x) = 1. (17)

Since we obtain from equations (15)–(17)

TrS [Â
S(y)ρ̂SinÂ

S†(y)] = 〈ψS(x)|ÂS†(y)ÂS(y)|ψS(x)〉 ≡ F(y) (18)

the quantum statêρSout(y) of the physical system after obtaining the measurement outcomey

becomes

ρ̂Sout(y) =
ÂS(y)ρ̂SinÂ

S†(y)

TrS [ÂS(y)ρ̂SinÂ
S†(y)]

=
∑
x∈�X

∑
x ′∈�X

f (x, x ′)|ψ̃S(x)〉〈ψ̃S(x ′)| (19)

with

|ψ̃S(x)〉 = ÂS(y)|ψS(x)〉√
F(y)

〈ψ̃S(x)|ψ̃S(x ′)〉 = δx,x ′ . (20)

It is found from equations (17) and (19) that the eigenvalues of the statistical operatorρ̂Sout(y)

are equal to those of the statistical operatorρ̂Sin and thus the equalityS(ρ̂Sout(y)) = S(ρ̂Sin) holds.
Therefore, when we cannot obtain any information on the intrinsic observable of the physical
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system, the coherent information is equal to the von Neumann entropy of the physical system
in the quantum statêρSin: that is,IC(ρ̂Sin, L̂Sy ) = S(ρ̂Sin).

We now suppose that the coherent informationIC(ρ̂Sin, L̂Sy ) vanishes in the state change
caused by the quantum measurement. Since the quantum measurement is described by the
pure operation, the equalityIC(ρ̂Sin, L̂Sy ) = 0 means that the quantum stateρ̂Sout(y) is pure,
namely (

ÂS(y)ρ̂SinÂ
S†(y)

TrS [ÂS(y)ρ̂SinÂ
S†(y)]

)2

= ÂS(y)ρ̂SinÂ
S†(y)

TrS [ÂS(y)ρ̂SinÂ
S†(y)]

. (21)

Using the relationÂS†(y)ÂS(y) =∑x∈�X P
A
c (y|x)X̂ S(x), we obtain from this equation∑

x∈�X

∑
x ′∈�X

PAc (y|x)PAc (y|x ′)|〈ψS(x)|ρ̂Sin|ψS(x ′)〉|2 =
( ∑
x∈�X

PAc (y|x)〈ψS(x)|ρ̂Sin|ψS(x)〉
)2

.

(22)

Since the quantum statêρSin of the physical system is arbitrary, equation (22) should be satisfied
even if the statistical operator̂ρSin is diagonal with respect to the eigenstates of the intrinsic
observable. Thus we obtain∑∑

x,x ′∈�X
(x 6=x ′)

P Ac (y|x)PAc (y|x ′)〈ψS(x)|ρ̂Sin|ψS(x)〉〈ψS(x ′)|ρ̂Sin|ψS(x ′)〉 = 0 (23)

which means thatPAc (y|x)PAc (y|x ′) = 0 (x 6= x ′). Therefore, the conditional probability
can be expressed asPAc (y|x) = δy,f (x), wheref (x) 6= f (x ′) for x 6= x ′. We see from this
result that the information on the intrinsic observable, obtained by the quantum measurement,
becomes maximum and the equalityI (XSin : YAout) = H(XSin) holds.

We next suppose that the coherent information is equal to the von Neumann entropy of
the physical system in the quantum stateρ̂Sin: that is, IC(ρ̂Sin, L̂Sy ) = S(ρ̂Sin). In this case,

the quantum channel̂LSy becomes reversible, which means that there is a trace-preserving

completely positive map̂RS such thatR̂S(L̂Sy ρ̂Sin/TrS [L̂Sy ρ̂Sin]) = ρ̂Sin [5, 10]. The condition
of this reversibility is equivalent to that given by equations (15) and (16) [10, 14]. Thus, the
conditional probabilityPAc (y|x) becomes independent ofx. This result means that we cannot
obtain any information on the intrinsic observable of the physical system and the equality
I (XSin : YAout) = 0 is established.

Therefore, the results that we have obtained are summarized in the following relations:

I (XSin : YAout) = H(XSin)⇐⇒ IC(ρ̂
S
in, L̂Sy ) = 0⇐⇒ 〈IC(ρ̂in, L̂Sy )〉y = 0 (24)

I (XSin : YAout) = 0⇐⇒ IC(ρ̂
S
in, L̂Sy ) = S(ρ̂Sin)⇐⇒ 〈IC(ρ̂in, L̂Sy )〉y = S(ρ̂Sin) (25)

where we have used the inequality equation (13) and the fact that the coherent information
is non-negative for pure quantum operations. If we obtain the maximum information on the
intrinsic observable of the physical system, the quantum information cannot be transmitted from
the physical system before performing the quantum measurement to the physical system after
obtaining the measurement outcome. On the other hand, if we do not obtain any information
on the intrinsic observable, all the quantum information that the physical system has in the
quantum statêρSin can be transmitted. Furthermore, it is interesting to note that the relations
given by equations (15) and (16) are equivalent to the necessary and sufficient condition under
which the quantum error correction is possible for the noisy quantum channelL̂Sy [10,14]. The
condition is expressed as

〈ψS(x)|ÂS†(y)ÂS(y)|ψS(y)〉 = δx,x ′F(y) (26)
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whereF(y) is independent ofx. Our results indicate that the condition for the diagonality of
the operatorÂS†(y)ÂS(y) is equivalent to that for the existence of the conditional probability
PAc (y|x) of the measurement outcomey for given x in the quantum measurement process.
The fact that the functionF(y) does not depend onx indicates that the conditional probability
PAc (y|x) becomes equal to the output probabilityPAout(y) of the measurement outcomey in
the quantum measurement process.

We have considered the two extreme cases. One is the quantum measurement in which
the information gain attains maximum and the other is the quantum measurement in which
any information cannot be obtained. To consider the intermediate case, we assume the simple
model of the quantum measurement process. Here we note that the operational and intrinsic
observables satisfies equation (9). Then we assume that the operatorÂS(y) is given by

ÂS(y) =
∑
x∈�X

√
PAc (y|x)X̂ S(x). (27)

We first consider the case that the quantum state of the physical system before performing the
quantum measurement is the statistical mixture of the eigenstates of the intrinsic observable,
namely,ρ̂Sin =

∑
x∈�X Pin(x)X̂ S(x). Thus we obtain the quantum stateρ̂Sout(y) after obtaining

the measurement outcomey:

ρ̂Sout(y) =
∑

x∈�X P
A
c (y|x)P Sin(x)X̂ S(x)
PAout(y)

. (28)

Then, the average value of the coherent information is calculated to be

〈IC(ρ̂in, L̂Sy )〉y = −
∑
y∈�Y

PAout(y)
∑
x∈�X

[
PAc (y|x)P Sin(x)

PAout(y)

]
log

[
PAc (y|x)P Sin(x)

PAout(y)

]
= H(Xin)− I (XSin : YAout) (29)

where the equalityS(ρ̂Sin) = H(XSin) is satisfied. Therefore, when the initial quantum state
of the physical system is the statistical mixture of the eigenstates of the intrinsic observable,
the sum of the averaged coherent information and the Shannon mutual information remains
constant, the value of which is the Shannon or von Neumann entropy of the physical system
before performing the quantum measurement.

Figure 1. Plots of the average value of the coherent information (a), the Shannon mutual
information (b), the von Neumann entropy (c) and the Shannon entropy (d) before performing
the quantum measurement, where we setr = 0.8 andθ = π/4. In the figure, all the qualities are
measured in bits.
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We next consider the case that the physical system is a spin-1
2 system, where the initial

quantum statêρSin and the intrinsic observablêX S(x) are given by

ρ̂Sin =
( 1

2(1 + r cosθ) 1
2r sinθ

1
2r sinθ 1

2(1− r cosθ)

)
X̂ S(↑) =

(
1 0
0 0

)
X̂ S(↓) =

(
0 0
0 1

)
(30)

with 06 r 6 1. The conditional probabilityPAc (y|x) is assumed to be

PAc (↑ | ↑) = PAc (↓ | ↓) = 1
2(1 +p) PAc (↑ | ↓) = PAc (↑ | ↓) = 1

2(1− p) (31)

with 0 6 p 6 1, where we obtain the maximum information ifp = 1 and we cannot obtain
any information ifp = 0. Then the operator̂AS(y) becomes

ÂS(↑) =
(√

1
2(1 +p) 0

0
√

1
2(1− p)

)
ÂS(↓) =

(√
1
2(1− p) 0

0
√

1
2(1 +p)

)
. (32)

After straightforward calculation, we can obtain

I (XSin : YAout) = H(pr cosθ)−H(p) H(XSin) = H(r cosθ) (33)

IC(ρ̂
S
in, L̂S↑) = H(λ+) IC(ρ̂

S
in, L̂S↓) = H(λ−) S(ρ̂Sin) = H(r) (34)

〈IC(ρ̂Sin, L̂S↑↓)〉↑↓ = 1
2(1 +pr cosθ)H(λ+) + 1

2(1− pr cosθ)H(λ−) (35)

whereH(x) = log 2− 1
2(1 + x) log(1 + x) − 1

2(1 − x) log(1 − x) and the parametersλ+

andλ− are given byλ± =
√

1− (1− p2)(1− r2)/(1± pr cosθ)2. It is easy to see from
equations (33)–(35) that the Shannon mutual information and the coherent information satisfy
the following relations:

p = 0⇒ I (XSin : YAout) = 0 IC(ρ̂
S
in, L̂S↑) = IC(ρ̂Sin, L̂S↓) = 〈IC(ρ̂Sin, L̂S↑↓)〉↑↓ = S(ρ̂Sin)

(36)

p = 1⇒ I (XSin : YAout) = H(XSin) IC(ρ̂
S
in, L̂S↑) = IC(ρ̂Sin, L̂S↓) = 〈IC(ρ̂Sin, L̂S↑↓)〉↑↓ = 0.

(37)

In figure 1, the several quantities in equations (33)–(35) are plotted as a function of the parameter
p which appeared in the conditional probability. The figure clearly shows that the coherent
information of the noisy quantum channel decreases as the information gain by the quantum
measurement increases. In this case, the numerical calculation shows that the inequality
S(ρ̂Sin) 6 I (XSin : YAout) + 〈IC(ρ̂Sin, L̂S↑↓)〉↑↓ 6 H(XSin) is established.
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